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Abstract 
 
Weak link (WL)/strong link (SL) systems are important parts of the overall operational design of 
high-consequence systems. In such designs, the SL system is very robust and is intended to 
permit operation of the entire system under, and only under, intended conditions. In contrast, the 
WL system is intended to fail in a predictable and irreversible manner under accident conditions 
and render the entire system inoperable before an accidental operation of the SL system. The 
likelihood that the WL system will fail to deactivate the entire system before the SL system fails 
(i.e., degrades into a configuration that could allow an accidental operation of the entire system) 
is referred to as probability of loss of assured safety (PLOAS). This report describes the Fortran 
90 program CPLOAS_2 that implements the following representations for PLOAS for situations 
in which both link physical properties and link failure properties are time-dependent: (i) failure 
of all SLs before failure of any WL, (ii) failure of any SL before failure of any WL, (iii) failure 
of all SLs before failure of all WLs, and (iv) failure of any SL before failure of all WLs. The 
effects of aleatory uncertainty and epistemic uncertainty in the definition and numerical 
evaluation of PLOAS can be included in the calculations performed by CPLOAS_2.  
 
Keywords: Aleatory uncertainty, CPLOAS_2, Epistemic uncertainty, Probability of loss of 
assured safety, Strong link, Uncertainty analysis, Weak link 
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1 INTRODUCTION 
 
 Weak link (WL)/strong link (SL) systems are important parts of the overall operational design 
of high-consequence systems [1-6].  In such designs, the SL system is very robust and is intended 
to permit operation of the entire system under, and only under, intended conditions (e.g., by 
transmitting a command to activate the system).  In contrast, the WL system is intended to fail in a 
predictable and irreversible manner under accident conditions (e.g., in the event of a fire) and 
render the entire system inoperable before an accidental operation of the SL system. 
  
 The likelihood that the WL system will fail to deactivate the entire system before the SL 
system fails (i.e., degrades into a configuration that could allow an accidental operation of the 
entire system) is referred to as probability of loss of assured safety (PLOAS). The descriptor loss 
of assured safety (LOAS) is used because failure of the WL system places the entire system in a 
inoperable configuration while failure of the SL system, although undesirable, does not necessarily 
result in an unintended operation of the entire system. Thus, safety is “assured” by failure of the 
WL system.  

 
The CPLOAS_2 program implements models for PLOAS under a variety of combinations of 

WLs and SLs and also a variety of definitions for PLOAS.  The CPLOAS_2 program takes 
physical properties of a system (e.g., temperature, pressure, …) calculated by mechanistic 
models for accident conditions and then uses these properties and definitions of link failure 
properties in probabilistic calculations to determine PLOAS. At the user’s request, CPLOAS_2 
can also estimate the distribution of time margin before PLOAS as well as the distribution of 
environmental margin (such as temperature and pressure). 

 
The CPLOAS_2 program was developed to replace the CPLOAS program ([7], App. III) and 

extends the computational capabilities in CPLOAS in several ways.  First, the presence of 
aleatory uncertainty in system properties (e.g., temperature, pressure, …) can now be 
incorporated into PLOAS, which is not possible with CPLOAS.  Second, the failure values for 
individual links can now be time-dependent functions of system properties, which is also not 
possible with CPLOAS. In addition, the capability to incorporate epistemic uncertainty into 
PLOAS results has been enhanced.  

 
Finally the time margin and environmental margin distribution calculation has been added. 

Time margin looks at the margin in time before PLOAS occurs. It estimates the difference in 
time between a weak link failure and strong link failure. The selection of weak link and strong 
link (last or first one to fail) depend on the circuit type considered (see Table 1 for all four cases 
considered). The environmental margin looks at the margin in property before PLOAS occurs 
and estimates the difference between the property of the strong link of interest fails and the 
property of this strong link when the weak link of interest fails, with strong link and weak link of 
interest selected as for time margin, based on  circuit type considered. 

 
     
The CPLOAS_2 program, which is written in Fortran 90, consists of a set of 7 source files 

(cploascdf.f90, Distributions.f90, Files_IO.f90, margins.f90, misc_math.f90, quadrature.f90, 
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Sampling.f90) as well as a Readme.txt file listing the changes in each versions of CPLOAS_2. 
The executable reads the same property file (CPCDF.DAT) and failure file (CPCDF.TPF) as its 
predecessor CPLOAS, but the user options are defined differently as described in Sect. 2. 

 
The source code has been successfully compiled for windows platform using Intel® Visual 

Fortran Compiler Professional Edition 11.1 and tested on windows 7 and windows server 
2008R2. 

 
The probabilistic models and associated numerical procedures implemented in CPLOAS_2 

are described in Ref. [8]. It is assumed in this user manual that a potential user of CPLOAS_2 
has acquired a familiarity with the models described in Ref. [8] before attempting to use this user 
manual to guide the performance of a CPLOAS_2 calculation. 

 
The following topics are considered in this report: input files read by CPLOAS_2 (Sect. 2), 

output files generated by CPLOAS_2 (Sect. 3), some considerations in the use of sampling in 
CPLOAS_2 (Sect. 4), and test cases for CPLOAS_2 (Sect. 5).    
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2 INPUT FILES READ BY CPLOAS_2 
 

In the following, input files are described in what the authors feel is the most natural order 
for understanding the calculations performed in CPLOAS_2. Thus, the file descriptions start with 
the definition of WLs and SLs (Sect. 2.1) and then progress through the definition of WL/SL 
configurations (Sect. 2.2) and the control of calculations (Sect. 2.3).  
 
2.1  Definition of WLs and SLs 
 
 As described in Sect. 2 of Ref. [8], each individual WL or SL and its associated cumulative 
distribution function (CDF) for time of failure are defined based on the following assumed link 
properties for the time interval mn mxt t t≤ ≤ : 
 
 nondecreasing function defining nominal link property for ( ) ,mn mxp t t t t= ≤ ≤  (2.1) 
 

 
 nonincreasing function defining nominal failure value for link property 
  for 

( )
,mn mx

q t
t t t

=
≤ ≤

 (2.2) 

 

 
 density function for variable  used to characterize aleatory uncertainty 
   in link property,

( )dα α α=
 (2.3) 

 

 
 density function for variable  used to characterize aleatory uncertainty 

   in link failure value,

( )dβ β β=
 (2.4) 

 
             link property for  given mn mxp t p t t t tα α α= = ≤ ≤( | ) ( ) ,  (2.5) 
 
and 
 
               link failure value for  given .mn mxq t q t t t tβ β β= = ≤ ≤( | ) ( )  (2.6) 
 
Further, ( )dα α  and ( )dβ β  are assumed to be defined on intervals [ , ]mn mxα α  and [ , ]mn mxβ β  
and to equal zero outside these intervals. 
 
 The link properties p t( ) and q t( ) indicated in Eqs. (2.1) and (2.2) and the distributions 
associated with the density functions dα α( )  and dβ β( ) indicated in Eqs. (2.3) and (2.4) are input 
to CPLOAS 2 through the input file  CPLOAS_link.txt illustrated in Fig. 1. The content of the 
individual columns in Fig. 1 is described below. 
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Fig. 1 Example of input file CPLOAS_link.txt that defines WL and SL properties; content of 
Columns a-k defined in following text. 

 Fig. 1, Column a: Specifies names for the individual links, with each WL name starting with 
the letter “W” and each SL name starting with the letter “S” – this requirement is mandatory). 
Each row specifies properties of corresponding link named in this column.  
 
 Fig. 1, Column b: Specifies location for each link of information defining the nominal 
properties function p t( ) indicated in Eq. (2.1).  For each link, the corresponding positive integer in 
this column designates a column in the input file CPCDF.DAT illustrated in Fig. 2 that defines 
p t( ) . Specifically, the time column is not counted in this designation; thus a column designation of 

nC actually means that the definition of p t( )  appears in column nC + 1 of CPCDF.DAT. The file 
CPCDF.DAT is structured as follows: (i) An initial row of comments naming each column and 
(ii) subsequent rows listing time-dependent properties (e.g., pressure and temperature) of the 
system under consideration, with the first column listing the times at which the properties are 
defined. Thus, the first column and any additional column in CPCDF.DAT define one time-
dependent property of the system under consideration. Additional specification options for 
Column b include the use of 0 or a negative integer as described in conjunction with the 
description of Column g.    
 
 

a: link name 

b: Column in CPCDF.DAT 
where 𝑝̅  is defined 

c: Distribution type for 
alpha 

d-f: Distribution 
parameters for alpha 

g: Column in CPCDF.DAT 
where 𝑞�  is defined 

h: Distribution type for 
beta 

i-k: Distribution 
parameters for beta 
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Fig. 2 Excerpt from input file CPCDF.DAT that defines time-dependent system properties; 
content of this file is described in conjunction with description of Column b of Fig. 1.       

 
 Fig. 1, Column c: Specifies distribution associated with density function dα α( ) indicated in 
Eq. (2.3) that defines the aleatory uncertainty present in the function p t p tα α=( | ) ( ) in Eq. (2.5). 
The integers 0, 1, 2, …, 6 appearing in this column designate the assigned distributions for α, 
which can also be assigned with the indicated code names. The following distributions are 
available for α values: 
  

• 0, CST, C, DLT ........... constant 
• 1, UN, U, UNI ............. Uniform distribution 
• 2, LU, LGU ................. Log uniform distribution 
• 3, NO, N, NRM ........... Normal distribution 
• 4, LN, LGN ................. Log normal distribution 
• 5, T, TR, TRI  .............. Triangular distribution 
• 6, LT, LGT .................. Log-triangular distribution.   

 
 

Fig. 1, Columns d-f : Specify defining parameters for distributions indicated in Column c. 
Columns d, f and g contain values for distribution parameters designated by a_1, a_2 and a_3, 
respectively, for each distribution: 

(0) Constant: a_1 = constant value , a_2 =dummy parameter that is ignored after being read, 
and a_3 = dummy parameter that is ignored after being read;   

(1) Uniform distribution: a_1 = minimum, a_2 = maximum, and a_3 = dummy parameter that 
is ignored after being read;  
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(2) Log uniform distribution: a_1 = minimum, a_2 = maximum, and a_3 = dummy parameter 
that is ignored after being read;  

(3) Normal distribution: a_1 = mean, a_2 = standard deviation, and a_3 = quantile q 
expressed in decimal format used to truncate the distribution (i.e. the distribution will be 
truncated and normalized to a distribution defined between the q and 1−q quantiles of a normal 
distribution with parameters a_1 and a_2; see Ref. [8], Eqs. 3.14-3.17);  

(4) Log normal distribution: a_1 = mean of ln(α), a_2 = standard deviation of ln(α), and a_3 
= quantile q expressed in decimal format used to truncate the distribution (defined the same as 
for the normal distribution); 

(5) Triangular distribution: a_1 = minimum, a_2 = mode (can be set to minimum or 
maximum), and a_3 = maximum; 

(6)  Log-triangular distribution: a_1 = minimum, a_2 = mode (can be set to minimum or 
maximum), and a_3 = maximum.   

 
Fig. 1, Column g: Same as described for Column b but for the nominal failure value function 

q t( ) indicated in Eq. (2.2) when a positive integer designating a column in the input file 
CPCDF.DAT is specified. Both Columns b and g also allow two additional specifications 
designated by zero or a negative integer. A zero indicates that the corresponding nominal value 
function (i.e., p t( ) in Column b and q t( ) in Column g) is to be assigned a constant value 
specified in the input file CPCDF.TPF illustrated in Fig. 3, and a negative integer (i.e., −n, where 
n is a column number in CPCDF.DAT) indicates that the time-dependent values for the nominal 
value function are to be initially read from Column n of  CPCDF.DAT and then transformed to 
new values by a function defined in CPCDF.TPF. The file CPCDF.TPF is structured as follows: 
(i) Each link for which information is supplied is designated by a row that contains the number nR 
of rows of supplied information and the name of the link, (ii) if nR =1, then a single row of 
information is supplied and the nominal value function (i.e., p t( ) or q t( ) as appropriate) is set to 
the first of the two supplied values (i.e., the second value is ignored), (iii) if nR > 1, then the 
following nR rows define a function that transforms the values read from Column n of 
CPCDF.DAT (i.e., the first value in each row is the value to be transformed and the second value 
in each row is the transformed value with linear interpolation used to create a continuous 
transformation function; see example in Fig. 4). 
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Fig. 3 Example of input file CPCDF.TPF that defines transformations of the nominal value 
functions p t( ) and q t( ) ; see description for Fig. 1, Column g, for additional information.  

 

  
 
 

Fig. 4 Example of transformation functions defined in input file CPCDF.TPF in Fig. 3 for SL1, 
SL2 and SL3 for an analysis in which the failure pressure of each link is a function temperature. 
(i.e., the abscissa corresponds to link temperature and the ordinate corresponds to link failure 
pressure; see Ref. [8], Sect. 8, for additional discussion of this example). 

Transformations for 𝑝̅(𝑡) or 𝑞�(𝑡) for SL1. 
e.g. , f(298.0) = 4210.0 

Assignment of constant value (e.r, 623.0)  
for 𝑝̅(𝑡) or 𝑞�(𝑡) ; second  value ignored 
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Fig. 1, Column h: Same as for Column c but for density function dβ β( ) indicated in Eq. 
(2.4) that defines the aleatory uncertainty present in the function q t q tβ β=( | ) ( ) in Eq. (2.6). 

 
Fig. 1, Columns i-k: Same as for Columns d-f but for the defining parameters for the 

distributions indicated in Column h. Columns i, j and k contain values for distribution parameters 
designated by b_1, b_2 and b_3, respectively, for each distribution. 

 
 

2.2  Definition of WL/SL configurations 
 
For a given set of WLs and SLs, large number of possible WL and SL combinations can be 

defined. For purposes of terminology, a grouping of 2 or more links with at least one WL and 
one SL is designated a circuit. The core circuits that CPLOAS_2 can evaluate are listed as Cases 
1-4 in Table 1.   

 
The circuits to be considered in a CPLOAS_2 calculation are defined through the input file 
CPLOAS_circuit.txt illustrated in Fig. 5.  The structure of CPLOAS_circuit.txt is similar to 
the structure of CPLOAS_link.txt and starts with a title and a separator line. Then, each row 
defines the properties of a single circuit. The content of the individual columns in Fig. 5 is 
described below. 
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Table 1 Representation of time-dependent values pFi(t), i = 1, 2, 3, 4,  for PLOAS for WL/SL 
systems with nWL WLs and nSL SLs and associated verification tests for alternate definitions of 
LOAS ([9], Table 10; also, Ref. [8],Table 1) 

 
Case 1: Failure of all SLs before failure of any WL (Eqs. (2.1) and (2.5), Ref. [10]) 

 

( ) ( ) ( ) ( )1 , , ,0
1 1 1

1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDFτ τ τ
= = =

≠

  
       = −           

∑ ∏ ∏∫  

Verification test:  ( ) ( )1 ! ! !pF nSL nWL nSL nWL∞ = +  

 
Case 2: Failure of any SL before failure of any WL (Eqs. (3.1) and (3.4), Ref. [10]) 

 

( ) ( ) ( ) ( )2 , , ,0
1 1 1

1 1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDFτ τ τ
= = =

≠

  
        = − −             

∑ ∏ ∏∫  

Verification test:  ( ) ( )2pF nSL nWL nSL∞ = +  

 
Case 3: Failure of all SLs before failure of all WLs (Eqs. (4.1) and (4.4), Ref. [10]) 

 

( ) ( ) ( ) ( )3 , , ,0
1 1 1

1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDFτ τ τ
= = =

≠

  
      = −  

        

∑ ∏ ∏∫  

Verification test:  ( ) ( )3pF nWL nWL nSL∞ = +  

 
Case 4: Failure of any SL before failure of all WLs (Eqs. (5.1) and (5.4), Ref. [10]) 

 

( ) ( ) ( ) ( )4 , , ,0
1 1 1

1 1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDFτ τ τ
= = =

≠

  
       = − −           

∑ ∏ ∏∫  

Verification test:  ( ) ( )4 1 ! ! !pF nWL nSL nWL nSL∞ = − +    
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Fig. 5 Example of input file CPLOAS_circuit.txt that defines the circuits to be considered in a 
CPLOAS_2 calculation. 

 Fig. 5, Column a: Specifies circuit name for each circuit under consideration. Convention is 
to use a starting letter “C” for a circuit involving one WL and one SL and starting letter “P” for a 
circuit involving three or more links (with at least one WL and one SL) but this usage is not 
mandatory.  
 

Fig. 5, Column b: Specifies failure pattern of WLs and SLs that defines loss of assured 
safety (LOAS). Integers 1, 2, 3 and 4 designate failure patterns defined by Cases 1, 2, 3 and 4, 
respectively, in Table 1 ; 0 designates that the circuits indicated in Column d are assumed to be 
independent and that LOAS corresponds to all circuits in Column d experiencing LOAS before 
any one of these circuits is deactivated by failure of WLs; −1 designates that the circuits 
indicated in Column d are assumed to be independent and that LOAS corresponds to any circuit 
in Column d experiencing LOAS; and 10 designates a special system defined in Table 6 of Ref. 
[8] involving 2 WLs and 7 SLs in which LOAS occurs if (i) SL 1, SL 2 or SL 3 fails before WL 
1 fails or (ii) SL 4 and SL 5 both fail before WL 1 or WL 2 fails. 

 
Fig. 5, Column c: Specifies number of components in each circuit. For failure patterns 

designated by integers 1, 2, 3, 4 and 10, this is the number of WLs and SLs in the circuit. For 
failure patterns designated by 0 and −1, this is the number of subcircuits in the circuit.       

 
Fig. 5, Column d: Specifies Components in a circuit with one space between component 

names. For failure patterns designated by integers 1, 2, 3, 4 and 10, this is a listing of the WLs 
and SLs in the circuit. For failure patterns designated by 0 and −1, this is a listing of the 
subcircuits in the circuit. Order of components in list not important.       
 
 
 
 
 

a: circuit or pattern 
name 

b: Case number  d: specific components  
in a circuit c: number of components  

in a circuit 
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2.3 Control of Calculations 
 
 The performance of calculations by CPLOAS_2 is controlled by analysis properties specified 
in the input file CPLOAS_parameters.txt illustrated in Fig. 6. Properties must be listed in order 
shown in  Fig. 6. The content of the individual rows in Fig. 6 is described below. 
 
 
 

 
 
Fig. 6 Example of input file CPLOAS_parameters.txt that defines analysis properties that 
control the performance of calculations by CPLOAS_2. 
 

Fig. 6, Row a: Name (i.e., name ) of thermo-pressure history file (without extension k as 
described below). The code will look for the file name.DAT of the form shown in Fig. 2 in the 
absence of a propagation of epistemic uncertainty and for a set of files namek.DAT where k 
corresponds to a sample element used in the propagation of epistemic uncertainty (see row h 
description below). This string will also be used as a prefix for the generated output files (see 
Sect. 3). 

Fig. 6, Row b: Number nCDF of steps for CDF discretization. Integer > 0; set to nCDF =  
20000 in example. Controls resolution of the discretization used to characterize the CDF for 
probability of failure as a function of time for each link for use in determination of PLOAS (i.e., 
each CDF is approximated by probability of failure values for nCDF equally spaced time steps). 
See  Ref. [8], Sect. 2, for additional information on indicated CDFs.   

 Fig. 6, Row c: Number nQUAD of quadrature discretization steps. Integer > 0; set to 
nQUAD = 10000 in example. This is the discretization used at each time step for the quadrature 
procedure used to estimate PLOAS for each circuit (i.e., PLOAS at time t is approximated with 
nQUAD equally spaced time intervals over the time interval [tmn, t]). See  Ref. [8], Sect. 4, for 
additional information on quadrature procedures. 

Parameters values 

Comments : not mandatory 

a 
b 
c 
d 
e 
f 
g 
h 
i 
j 
k 
l 
m 
n 
o 
p 
q 
r 
s 
t 
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Fig. 6, Row d: Flag indicating if sampling-based procedures in addition to quadrature-based 
procedures are to be used in the determination of PLOAS, with 0 ~ only quadrature-based 
procedures,  1 ~ random sampling procedures 1 and 2 included (see Sect. 4 for additional 
discussion of random sampling procedures),  2 ~ importance sampling procedures 1 and 2 
included (see Sect. 4 for additional discussion of importance sampling procedures),  and  3 ~ all 
four sampling procedures included. This option also specifies the numerical procedures used to 
determine PLOAS for analyses involving epistemic uncertainty (i.e., with nEUS > 1 – see row k 
below) 

 
Fig. 6, Row e: Flag indicating if time-margin calculations for each circuit will be performed, 

with 0 ~ no time margin calculation and 1~ time margin calculation.   

Fig. 6, Row f: Flag indicating if environmental -margin calculations for each circuit will be 
performed, with 0 ~ no environmental margin calculation and 1~ environmental margin 
calculation. 
 

Fig. 6, Row g: Random  seed nRSEED used to initiate generation of random sequences for 
use in Monte Carlo and importance sampling procedures. Integer; set to nRSEED = 32 in 
example. A unique random seed is used to initiate generation of random sequences for simple 
random sampling and importance sampling. See  Ref. [8], Sect. 5, for additional information on  
simple random sampling and importance sampling procedures.   

Fig. 6, Row h: Sample size nFT for generating failure times for each link for  simple random 
sampling and importance sampling. Integer > 0; set to nFT  = 1,000,000 in example. 
Specifically, nFT failure times are initially sampled for each link. Next, nFTC failure time 
combinations over all links are sampled from the nFT failure times for the individual links. Then, 
the nFTC failure time combinations over all links are used in the determination of PLOAS. See  
Ref. [8], Sect. 5, for additional information on  simple random sampling and importance 
sampling procedures.   

Fig. 6, Row i: Sample size nFTC  for generating failure time combinations over all links for 
use in the determination of PLOAS with simple random sampling and importance sampling 
procedures. Integer > 0; set to nFTC  = 1,000,000 in example.  See description of Fig. 6, row h, 
for additional information. This is also the sample size used to generate the time margin (resp. 
environmental margin) results if option is set to 1 in Fig. 6 row e (resp. Fig. 6 row f)     

Fig. 6, Row j: Confidence level for all Monte Carlo and Importance sampling techniques. 
When these methods are selected, the confidence level is used to estimate a confidence interval 
for the expected value. For a confidence level 0 < 𝑞 < 1 the confidence interval �1−𝑞

2
, 1+𝑞
2
� will 

be estimated (for instance, a confidence level of 0.95 will estimate the confidence interval 
[0.025,0.975] ). For 𝑞 ≤ 0 or 𝑞 ≥ 1 the estimate of mean and standard deviation are reported. 

Fig. 6, Row k:  Flag indicating the normalization method used for the importance sampling. 
With 0~ the value is normalized by the sample size and 1~ the value is normalized by the sum of 
weights. The recommendation is to leave this value at 0. 

Fig. 6, Row l: Comment line (that must be present) that separates the first set of parameters 
from a second set. The second parameter set defines options related to the incorporation of 
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epistemic uncertainty into PLOAS results. The indicated information must be entered in the 
order shown below. Multiple examples of PLOAS analyses involving epistemic uncertainty are 
given in Sects. 10 and 11 of Ref. [8].   

Fig. 6, Row m: Epistemic uncertainty sample size nEUS. Integer between 1 and 9999 with 
nEUS = 1 indicating that there is no consideration of epistemic uncertainty. For nEUS  > 1, input 
files namek.DAT, k = 1, 2, …, nEUS, must be supplied that (i) define time dependent system 
properties for each epistemic uncertainty sample element  and (ii) have the same structure as the 
input file name.DAT illustrated in Fig. 2. If nEUS = 1, other variables (except for row j) are read 
and not used.  

Fig. 6, Row n: Flag nFV indicating if epistemic uncertainty is present in one or more 
trasformations of the nominal link properties p t( ) and q t( ) indicated in Eqs. (2.1) and (2.2) , 
with the absence and presence of epistemic uncertainty in link failure values indicated by nFV  = 
0 and nFV  = 1, respectively. For nFV  = 1, input files  namek.TPF, k = 1, 2, …, nEUS, must be 
supplied that (i) define link failure values for each epistemic uncertainty sample element  and (ii) 
have the same structure as the input file name.TPF illustrated in Fig. 3. Note that transformation 
(or constant) defined in the TPF file can be used for each link to either its property or its failure, 
but not on both. 

 
Fig. 6, Row o: Number nEAD of distributions characterizing aleatory uncertainty (i.e., α 

values; see Eq. (2.3) and Ref. [8], Sect. 2) in link physical properties that have epistemic 
uncertainty present in their definitions, with nEAD = 0 indicating that there is no epistemic 
uncertainty present in the definitions of the distributions characterizing aleatory uncertainty in 
link physical properties. 

Fig. 6, Row p: List of the nEAD links with epistemic uncertainty present in the definitions of 
the distributions characterizing aleatory uncertainty in their physical properties, with individual 
links represented by the same character strings specified in the input file CPLOAS_link.txt that 
defines WL and SL properties (e.g., SL1 and WL1 in this example). A single link name should 
be entered as a place holder if nEAD = 0. For nEAD > 0, an input file 
name_LINKNAME_alpha.dat with the structure of the file shown in Fig. 7 must be defined for 
each of the nEAD distributions with epistemic uncertainty in their definitions. For each of the 
nEAD links, the actual link name replaces “LINKNAME” in the corresponding input file. Thus, 
for this example, the file names corresponding to the specified links SL1 and WL1 would be 
SL1_alpha.dat and WL1_alpha.dat, respectively.  

The file name_LINKNAME_alpha.dat is structured as follows: (i) First row lists the 
number of observations and (ii) each following row is a single observation. In order, each row 
contains the following: (i) An integer designator for distribution type (see description for Fig. 1, 
Column c), (ii) Defining parameters a_1, a_2 and  a_3 for specified distribution type (see 
description for Fig. 1, Columns d-f), and (iii) a weight associated with the observation in the row. 
In most analyses, the number of observations specified in this file will be the same as the 
epistemic uncertainty sample size nEUS indicated in Fig. 6, row m, and the indicated weight will 
be 1/nEUS. If the sample size is equal to nEUS, values will be used in order for each epistemic 
sample element. If it differs, the code will randomly sample from the set of values, according to 
the reported weight.   
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Fig. 7 Example of input file name_LINKNAME_alpha.dat containing sampled values for 
uncertain quantities present in the definition of a distribution characterizing aleatory uncertainty 
in the physical properties of a WL or a SL; for a specific link, the name of that link replaces 
“LINKNAME” in the file name.   

Fig. 6, Row q: Maximum data size nMDSA for alpha parameters data set (integer nMDSA  > 
0). Corresponds to maximum number of observations in the files 
name_LINKNAME_alpha.dat (see description for Fig. 6, row l). This parameter is requested to 
simplified the creation of multidimensional arrays without a requirement to read all file lengths. 

 
Fig. 6, Row r: Number nEBD of distributions characterizing aleatory uncertainty (i.e., β 

values; see Eq. (2.4) and Ref. [8], Sect. 2) in link failure values that have epistemic uncertainty 
present in their definitions, with nEBD = 0 indicating that there is no epistemic uncertainty 
present in the definitions of the distributions characterizing aleatory uncertainty in link failure 
values. 

Fig. 6, Row s: List of the nEBD links with epistemic uncertainty present in the definitions of 
the distributions characterizing aleatory uncertainty in their failure values, with individual links 
represented by the same character strings specified in the input file CPLOAS_link.txt that 
defines WL and SL properties. A single link name should be entered as a place holder if nEBD = 
0. For nEBD > 0, an input file name_LINKNAME_beta.dat with the structure of the file shown 
in Fig. 7 must be defined for each of the nEBD distributions with epistemic uncertainty in their 
definitions. Additional discussion same as for name_LINKNAME_alpha.dat in description for 
Fig. 6, row l.     

sample size 

 Distribution type  

Distribution parameters Weight of sample element 
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Fig. 6, Row t: Maximum data size nMDSB for beta parameters data set (integer nMDSB > 0). 
Corresponds to maximum number of observations in the files name_LINKNAME_beta.dat 
(see description for Fig. 6, row l). This parameter is requested to simplified the creation of 
multidimensional arrays without requiring to read all file lengths. 
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3 OUTPUT FILES GENERATED BY CPLOAS_2 
 

As described in Sects. 3.1 and 3.2, results are saved and displayed differently depending 
whether or not an analysis of epistemic uncertainty is performed. 
 
3.1 Epistemic uncertainty not considered 
 

In this configuration (i.e., epistemic sample size set to nEUS = 1 as described for Fig. 6, Row 
h), six files are saved, with names based on the name specified in the first row of 
CPLOAS_parameters.txt. 
 

First file (default name: name_LINK_CDF.OUT, where name is specified in Row a of Fig. 
6) lists the time-dependent probability of failure for each link defined in CPLOAS_link.txt. The 
first row lists the link names. Subsequent rows list the time-step  (first column) and cumulative 
probability of failure for each link at this time-step. Cumulative failure properties are listed in the 
same order as link names in the first row; in turn, the order of the link names is the same as the 
order in which they are specified in Column a of Fig. 1. An example of the file 
name_LINK_CDF is given in Fig. 8.  

 
Second file (default name: name_PLOAS_QUAD.OUT) lists estimated PLOAS values 

obtained using quadrature for each circuit specified in CPLOAS_circuit.txt. The first row lists 
the circuit names. Subsequent rows list the time (first column) and cumulative probability of 
failure for each circuit at this time. An example is shown in Fig. 9. 

 
 

 
 

Fig. 8 Example of output file name_LINK_CDF.OUT  containing time-dependent link failures 
at each time-step for all considered links. The name of the analysis (Fig. 6 row a) replaces name 
in the file name.   

Timestep  CDFs for all links defined in CPLOAS_link.txt (see Fig. 1) 
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Fig. 9 Example of output file name_PLOAS_QUAD.OUT  containing PLOAS estimated at each 
time-step for all considered circuits. The name of the analysis (Fig. 6,  Row a) replaces name in 
the file name.   

 
 

Third, Fourth, Fifth and Sixth output files (respective default names: 
name_PLOAS_MC.OUT name_PLOAS_MC_2.OUT, name_PLOAS_IMP.OUT and 
name_PLOAS_IMP_2.OUT) list results obtained with, respectively, random sampling 
procedures 1 and 2 and importance sampling procedures 1 and 2 (see Sect. 4 for a discussion of 
sampling-based procedures for the determination of PLOAS). The last four files will always be 
created but filled only if the option (from  Fig. 6, Row j) is set so that PLOAS values are actually 
calculated using these techniques. Since CPLOAS version 2.10 the file format is different to the 
one presented in Fig. 9 as either confidence intervals around the mean are displayed (confidence 
level in ]0,1[ ) or the mean and standard deviation (confidence level outside of this range). An 
example is shown in Fig. 10. 

 
 

Timestep  
PLOAS for all circuits and pattersn defined 
In CPLOAS_circuit.txt  (see Fig. 5) 
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Fig. 10: Example of output file name_PLOAS_MC.OUT  containing PLOAS estimated using 
Monte Carlo approach at each time-step for all considered circuits. The name of the analysis 
(Fig. 6,  Row a) replaces name in the file name.   

 

 
Fig. 11. Example of output file name_TIME.OUT  containing Time margin estimated for 
different realization for all considered circuits. The name of the analysis (Fig. 6,  Row a) replaces 
name in the file name.   
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Since version 2.7 CPLOAS also estimates time and environmental margins when required by 

the user. Time margin results are saved in  name_TIME.OUT . The time margin is not a time-
dependent result and the file reflects the estimate of time margin for nFTC (see Fig. 6 row i) 
random realizations. An example is shown in Fig. 11. 

 
Environmental margin results are saved in  name_ENVIR.OUT . The environmental margin 

is not a time-dependent result and the file reflects the estimate of time margin for nFTC (see Fig. 
6 row i) random realizations. The file format is similar to the one presented in Fig. 11. 

 
When environmental margin is calculated for a circuit, the code still look at the most 

appropriate distance between strong link and weak link (based on the circuit type considered), so 
it is possible for environmental margin to be reported for different strong links. As different 
properties can be used for different strong link (for instance temperature or pressure), the user 
may want to sort the environmental margin based on the strong link that was used to generate 
useful results. Consequently, another file is created for environmental margin, whose name is in  
name_ENV_SL.OUT . This file lists, for each realization, which strong link was used. An 
example of such file is shown in Fig. 12. Note that the only information used with respect to 
weak link to estimate environmental margin is the time of weak link failure. Thus, there is no 
need to track which weak link was involved in the estimate environmental margin.  

 

 
Fig. 12. Example of output file name_ENV_SL.OUT  containing which strong link was used to 
estimate environmental margin for each realization and for all considered circuits. The name of 
the analysis (Fig. 6,  Row a) replaces name in the file name 
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3.2 Epistemic uncertainty considered 
 

If epistemic sample size is set to a number greater than 1 (i.e., epistemic sample size set to 
nEUS > 1 as described for Fig. 6, Row h), then results are saved differently. Use of the same file 
structure as described in Sect. 3.1 would lead to one set of files for each epistemic sample 
element. It is common to consider epistemic samples of size 100 or more, which would generate 
hundreds or thousands of files and would not be practical. 
 

Instead, it is more appropriate to group results by links and circuits. With this approach, a file 
is created for each link (saving results that were saved in the first file of described in Sect. 3.1; 
i.e., the file name_LINK_CDF.OUT). The resulting file for each link has a name that begins 
with the analysis name name specified in CPLOAS_link.txt and followed by the link name and 
the suffix “.out” (e.g., CPCDF_SL3.out). This file will have as many columns as epistemic 
sample elements plus 1. The first column corresponds to the time steps. Subsequent columns list 
cumulative failure probability for this link for the corresponding epistemic element as shown in 
Fig. 13. 

 
For circuits, the same approach is used, except that the circuit name is used instead of a link 

name and the suffix used to create the output file name is “_quad.out”  (e.g., 
name_P1_QUAD.OUT for circuit P1) for quadrature results (always the case). Similarly, the 
suffices “_MC.out”  and “MC_2.out” are used for results obtained with random sampling 
procedures 1 and 2 (if the option is set to generate these results), and the suffices “_imp.out”  and 
“_imp_2.out” are used for results obtained with importance sampling procedures 1 and 2 (if the 
option is set to generate these results); see Sect. 4 for a discussion of sampling-based procedures 
for the determination of PLOAS. Results are saved as illustrated in Fig. 13.  

 
 

 
 

Fig. 13 Example of link failure result file (for SL3 in this example) showing the first 3 timesteps 
and using a sample of size 100 (Note: columns wrap with the result that 101 columns appear as 8 
rows). 

 
  

timesteps 

100 epistem
ic results 
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4 SOME CONSIDERATIONS IN THE USE OF SAMPLING IN 
CPLOAS_2 

 
 
4.1 Simple Random Sampling from CDFs for Link Failure Times 
 
 As described in conjunction with Eq. (5.9) of Ref. [8], simple random sampling from the 
CDFs for link failure time can be used in the estimation of PLOAS. Further, as described in 
conjunction with Eqs. (5.20)-(5.28) Ref. [8], this sampling can be performed as a two stage 
process in which nFT link failure times are randomly selected for each link from the 
corresponding link failure time CDFs and then nFTC combinations of link failure times are 
randomly selected from the previously sampled nFT failure times for each link. Specifically, if 
nWL WLs and nSL SLs are under consideration, the second stage of the sampling results in 
nFTC vectors of length nL= nWL + nSL that contain one failure time for each link. In turn, these 
vectors of link failure times can be used as indicated in Eq. (5.9) of Ref. [8] to determine PLOAS 
as a function of time. 
 
 The preceding two stage procedure is used in CPLOAS_2 for the estimation of PLOAS with 
simple random sampling from the failure time CDFs for the individual links. This procedure is 
referred to as random sampling procedure 1; see Sect. 4.3 for a discussion of random sampling 
procedure 2.  
 

The values used for nFT and nFTC are set in rows e and f of Fig. 6. Further, the indicated 
CDFs are estimated with quadrature procedures and saved at nCDF evenly spaced times, with 
the value for nCDF set in row b of Fig. 6. The sample sizes nFT and nFTC selected for use in a 
given analysis depend on both the desired accuracy in the determination of PLOAS and the 
probability of failure for the individual links. Sample of sizes of nFT  = 100 and nFTC  = 1000 
will be enough for links that have large probabilities of failing during a simulation time (e.g., 
0.2), but will not be appropriate for links that have 0.01 probability of failure over time. 
 

As an example, the three links with the properties and failure values shown in Fig. 14 are 
used for illustration. The probability of failure for a given link corresponds to the likelihood of 
being in a situation where a red curve (representing a time-dependent failure value) crosses a 
green curve (representing a time dependent system property).  For SL2 (frame b), this situation 
will never occur in the time period under consideration and any sample size will be appropriate. 
The probability of failing for SL3 (frame c) starts around 150 minutes and increase gradually to 
0.1 at the end of simulation (200 minutes). A sample of size nFT = 10,000 will generate about 
1000 failure times and 9000 non failure times with simple random sampling. For SL1 (frame a), 
failure occurs late (after 190 minutes) with a probability of about 0.002 at the end of the 
simulation. In this case, a sample of size nFT = 10,000 will only generate about 20 failure times 
with simple random sampling. 
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Fig. 14 Time-dependent property and failure values for three links: (a) SL1, (b) SL2 and (c) SL3. 

The sample size will affect how many failures are generated but also, for unlikely failures, 
when the first failure will occur. As an example, the time-dependent probability of failure 
(estimated using quadrature) for SL1 is reported in Table 2. The probability of having a failure 
before 192 min is a little less than 10−5. As a result, using a sample of size 10,000 to generate an 
array of failure times (via Monte Carlo) is unlikely to generate a failure time prior to 192 min 
and, at best, one or two such failure times will be present in a sample of size 10,000. As a 
consequence, the sample size (i.e., nFT) may need to be greater than 10,000 depending on how 
much accuracy is required in the determination of PLOAS for a circuit involving SL1.    
 
 
Table 2 Time dependent probability of failure for SL1 using quadrature 

time prob. Failure 
SL1 

191 0.00E+00 
192 9.36E-06 
193 7.49E-05 
194 2.01E-04 
195 3.86E-04 
196 6.28E-04 
197 9.24E-04 
198 1.27E-03 
199 1.67E-03 
200 2.12E-03 

 
In conclusion, with respect to choosing appropriate values nFT and nFTC, a possible strategy 

is to initially examine the link failure probabilities (in the file LINK_CDF.OUT in the example 
set) to determine if small failure probabilities are present, which would imply that larger rather 
than smaller values for nFT and nFTC are needed. Then, increasing values for nFT and nFTC 
could be tried until the estimates for PLOAS show little change with increasing values for nFT 
and nFTC. Although not a currently defined option in CPLOAS_2, PLOAS could be repeatedly 
evaluated with the same values for nFT and nFTC but with different random seeds to start the 
random sampling process (see RSEED in row d of Fig. 6) and then a confidence interval 
calculated around the mean PLOAS value from these multiple CPLOAS_2 runs.    
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4.2 Importance Sampling from CDFs for Link Failure Times 
 
 Importance sampling from CDFs for link failure times in CPLOAS_2 uses the same two 
stage sampling procedure described in Sect. 4.1 for simple random sampling from CDFs for link 
failure. However, as described in the next paragraph, the sampling of link failure times at the 
first stage of this two stage process is not is where the importance sampling is implemented. 
 

As implemented in CPLOAS_2, importance sampling from link failure time CDFs uses a 
left-triangular distribution on [0, 1] with mode at 0 to sample failure times for SLs and a right-
triangular distribution on [0, 1]  with mode at 1 to sample failure times  for WLs to generate this 
number. As a result, early failure times are over sampled for SLs and late failure times are over 
sampled for WL. A weight is associated with each sampled failure time to correct for the 
indicated over sampling of early and late failure times for SLs and WLs, respectively (see 
discussion associated with Eqs. (5.29)- (5.31) of Ref. [8]). In turn, this weight is used when 
sampling the individual link failure times at the second stage of the two stage sampling process. 
This procedure is referred to as importance sampling procedure 1.  
 

To test the efficiency of this technique, a circuit with low probability of failure (on the order 
of 10-4

 for PLOAS after 200 minutes) has been considered. Specifically, 30 estimates (using 
different random seeds) of PLOAS have been generated for both importance sampling and 
simple random using the same properties (i.e., nFT = 10,000 and nFTC = 100,000). The resultant 
time-dependent mean for PLOAS as well as a confidence intervals for both sampling techniques 
are shown in Fig. 15 and compared to the quadrature result. Plain green and red lines represent 
mean values for simple random sampling and importance sampling, respectively. Both lines are 
close to the quadrature results, although the importance sampling means seems to be more 
accurate than simple random sampling mean at the end of simulation (i.e., at 200 min). Dashed 
and dotted lines represent confidence intervals over the results and are indicators of the accuracy 
of each sampling method. The red lines (for importance sampling) are closer together than the 
green lines for simple random sampling and thus indicate that the importance sampling results 
are more precise than the simple random sampling results. 
 

As both simple random (i.e., Monte Carlo) and importance sampling use the same procedure 
to generate an initial set of failure times (i.e., importance sampling is not used in Step 1 of the 
two step sampling procedure) and no failure was generated prior to 192 min with a sample of 
size 10,000, both methods cannot match with quadrature results prior to 192 min. Increasing the 
initial (i.e., Step 1) sample size to 100,000 would lead to a better estimate at early times in this 
example. In the future, the CPLOAS_2 may be modified to include importance sampling at this 
first step to increase resolution in estimates for PLOAS at early times. However, PLOAS values 
at the end of an accident are usually the result of greatest interest rather than PLOAS values early 
in the development of an accident.  



34 

 
 

Fig. 15 Mean and q = 0.9 confidence interval for 30 replicates of random sampling procedure 1 
and importance sampling procedure 1 for circuit C11 defined in Fig. 5. 

4.3 Simple Random and Importance Sampling from Aleatory 
Variables α and β 

 
 An additional option in CPLOAS_2 is to directly sample from the aleatory variables α and β 
used in the definitions of link properties and failure values as indicated in Eqs. (2.5) and (2.6). 
This sampling can be done with either simple random sampling or importance sampling as 
described in conjunction with Eqs. (5.18) and (5.19) of  Ref. [8]. The determination of PLOAS 
with direct sampling of the aleatory variables α and β in CPLOAS_2 does not use the two stage 
sampling procedure described in Sect. 4.1. Rather, a single sampling of the aleatory variables α 
and β and determination of associated link failure times is performed; then, PLOAS is 
determined as indicated in Eqs. (5.18) and (5.19)  of  Ref. [8]. 
 
 The sampling procedure described in conjunction with Eq. (5.18) of  Ref. [8] is referred to as 
sampling or Monte Carlo procedure 2, and the sampling procedure described in conjunction with 
Eq. (5.19) of  Ref. [8] is referred to as importance sampling procedure 2. The manner in which 
the sampling-based procedures are specified for use in CPLOAS_2 is described in the discussion 
for Fig. 6, row j.   
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4.4 Choice of sampling method based on PLOAS value of interest 
 
The sampling procedures have been developed in CPLOAS to increase confidence in the 
quadrature results and check that different (although not as efficient) approaches lead to similar 
results. Results can be compared directly if mean and standard deviation are displayed for the 
sampling method: the mean value is equivalent to the PLOAS value estimated via quadrature. If 
a confidence interval is displayed, one can check whether the PLOAS value estimated with 
quadrature is included within the confidence interval. 
 
One first important caveat is that it is not guarantee that the PLOAS value in the quadrature will 
be included within the confidence interval. The first reason is that the quadrature is still a 
numerical technique with a certain level of accuracy and the error may be enough to have the 
value slightly biased. The second is that the Monte Carlo and Importance techniques have some 
assumptions that may also bias the results (for instance, when a Strong Link and a Weak Link 
fail during the same time-step, there is an assumption that the Strong Link fails first, which may 
induce a bias for extremely low value of PLOAS) 
 
The second important caveat is that the use of Importance sampling is not always appropriate for 
comparison. In order to make the use of importance sampling not too complex for the user, some 
assumptions have been made during the development phase. These assumptions restrict the use 
of importance sampling to a certain range of PLOAS value. As displayed in Fig. 16, the first 
importance sampling technique gives more accurate results than classical Monte Carlo for 
PLOAS values below 10-2

. The second importance technique creating more extreme cases starts 
to give better results for PLOAS values around 10-5 

 

 
Fig. 16: standard deviation of the results as function of the mean value for the four considered 
techniques 
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5 USE OF CPLOAS2 
 
This section describes the step by step procedure the user has to follow in order to create the 
input files and run the code with the appropriate parameters. 
 
5.1 Generation of time-dependent properties 
 
The first file required for the analysis lists the time-dependent properties generated or measured 
for the set of components. This file is presented in Fig. 2 and described in the description of Fig. 
1 column b. User can select different name for this file (CPCDF was used as an example) but the 
extension has to be “.DAT” and a matching name will have to be used in the 
CPLOAS_Parameters file.   
 
 
 
5.2 Definition of Strong and Weak Links and creation of 

CPLOAS_link.txt 
 
The next step is to define the system as a collection of strong links and weak links. Any 
CPLOAS2 run will require at least one strong link and one weak link. 
 
The naming convention used and recommended was “SL” for Strong link and “WL” for Weak 
link, each followed with up to 3 digits identifying the link with a number. The code does not 
really care of the naming convention as long as it is 5 digits long at the maximum and that strong 
links start with the letter “S”.  
 
Each link needs to be associated with a (time-dependent) property and failure. During the 
development of CPLOAS2 it was decided to represent uncertainty over these two quantities as a 
multiplier toward a nominal value. The advantage of such technique is that the uncertainty does 
not change at each time-step which makes easier to define (one does not have to specify the 
parameters of the distribution at each time step) and faster to calculate.  
 
However, it is more likely that user will have the uncertainty directly defined toward the failure 
criterion of a link (or toward the property of this link). In order to use CPLOAS, it is necessary to 
dissociate the uncertainty from the nominal value. Such decomposition is not unique, so we 
propose in Table 3 a convention to select a nominal value. Note that the distribution type (i.e., 
uniform, log-uniform, normal, log-normal, triangular, log-triangular) is not affected by such 
transformation. 
 
If the nominal value is constant, then the user has to set the reference column of the nominal 
value (see Fig. 1 columns b and g) to zero and enter the constant value in the tpf file. If the 
nominal value is estimated as a function of another parameter, then a negative number is used 
(the absolute value representing the column that has to be used as reference) and the piecewise 
linear relation between the reference and nominal value is defined in the tpf file. 
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Table 3: proposed convention to decompose failure (resp. property) uncertainty  into nominal 
failure (resp. property) and uncertainty factor 

Uncertainty over failure (resp. property) Uncertainty over beta (resp. alpha) 
Distribution Q : (failure) Q nominal 

(to be written in tpf file if 
constant) 

Beta  

Uniform qmin : minimum 
qmax : maximum 

𝑞� = 0.5(𝑞𝑚𝑖𝑛 + 𝑞𝑚𝑎𝑥) 
𝛽𝑚𝑖𝑛 = 𝑞𝑚𝑖𝑛 𝑞�⁄  
𝛽𝑚𝑎𝑥 = 𝑞𝑚𝑎𝑥 𝑞�⁄  

Log-uniform qmin : minimum 
qmax : maximum 

𝑞� =
(𝑞𝑚𝑎𝑥 − 𝑞𝑚𝑖𝑛)

ln(𝑞𝑚𝑎𝑥) − ln (𝑞𝑚𝑖𝑛) 
𝛽𝑚𝑖𝑛 = 𝑞𝑚𝑖𝑛 𝑞�⁄  
𝛽𝑚𝑎𝑥 = 𝑞𝑚𝑎𝑥 𝑞�⁄  

Normal 𝑞𝜇  : mean 

𝑞𝜎  : standard deviation 
𝑞𝛼  : truncation  

𝑞� = 𝑞𝜇 
 

𝛽𝜇 = 1 
𝛽𝜎 = 𝑞𝜎 𝑞̅⁄  
𝛽𝛼 = 𝑞𝛼  

Lognormal 𝑞𝜇  : mean of log 

𝑞𝜎  : standard deviation of 
log 
𝑞𝛼  : truncation 

𝑞� = 𝑒𝑞𝜇 

𝛽𝜇 = 0 
𝛽𝜎 = 𝑞𝜎 
𝛽𝛼 = 𝑞𝛼  

Triangular qmin : minimum 
qmod : mode 
qmax : maximum 

𝑞� = 𝑞𝑚𝑜𝑑 

𝛽𝑚𝑖𝑛 = 𝑞𝑚𝑖𝑛 𝑞�⁄  
𝛽𝑚𝑜𝑑𝑒 = 1 
𝛽𝑚𝑎𝑥 = 𝑞𝑚𝑎𝑥 𝑞�⁄  

Log-triangular qmin : minimum 
qmod : mode 
qmax : maximum 

𝑞� = 𝑞𝑚𝑜𝑑 
 

𝛽𝑚𝑖𝑛 = 𝑞𝑚𝑖𝑛 𝑞�⁄  
𝛽𝑚𝑜𝑑𝑒 = 1 
𝛽𝑚𝑎𝑥 = 𝑞𝑚𝑎𝑥 𝑞�⁄  

 
The steps required to create the CPLOAS_link.txt file are summarized below in Fig. 17. 
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Fig. 17 Flow chart describing the steps to create CPLOAS_link.txt file 

 
5.3 Definition of the tpf file 
 
The tpf file is a text file whose name matches the analysis name specified in 
CPLOAS_Parameters file. The extension used is .tpf (e.g. CPCDF.tpf).  The file is similar to the 
one defined for the previous version of CPLOAS, tpf meaning “temperature-pressure file”. It 
was initially used to estimate failure pressure as a function of temperature via a piecewise linear 
approximation.  
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In CPLOAS2, it can be used to apply piece-wise linear transformation to any property. It can be 
used to design either the property or the failure but not both. It is also used to set up the constant 
value for a non time-dependent failure or property. Fig. 3 shows an example on how to construct 
such file. The file needs to exist to run the code; even if no transformation is used (it can be 
empty). 
 
 
 
5.4 Definition of Circuits and creation of CPLOAS_circuit.txt 
 
Once the links are defined, the following step is to define the circuits, which represent the way 
the links affect each other. Each circuit is defined as a collection of weak links and strong links 
with at least one weak link and one strong link. 
 
The naming convention used and recommended was to use “C” followed by a number (of up to 4 
digits) for simple circuit (one weak link and one strong link) and “P” followed by  a number (of 
up to 4 digits) for a more complex circuit or a collection of circuits (called pattern). 
 
The second information that needs to be associated to each circuit or pattern is the number 
informing of the circuit or pattern type. The meaning of such number is given in  

Table 4. In orange are the classical 4 circuit types defined in Table 1. Number 0 (resp. -1) is used 
when circuits are independent and LOAS is obtained if ALL circuits (resp. ANY circuit) fails. 
Number 10 is used for an hard-wire example presented in Table 6 of Ref. [8]. 
 

Table 4: circuit type number and meaning 

Circuit type Description 
-1 Failure if failure of ANY circuit (OR) 
0 Failure if failure of ALL circuits (AND) 
1 Failure of all SLs before any WL 
2 Failure of any SL before any WL 
3 Failure of all SLs before all WLs 
4 Failure of any SL before all WLs 

10 Hardwire example - Table 6 of Ref. [8] 
 
Once the circuit (or pattern) type is defined, the number of links constituting the circuit (or 
circuit constituting the pattern) need to be entered, followed by a list of links (or circuit) names. 
For a circuit definition, the links names have to match the ones defined in CPLOAS_link.txt. For 
a pattern name, the circuits names have to match the ones defined in the circuits above (the 
order is important. One cannot define a pattern of two circuits prior to defining those two 
circuits).  
 
Note that it is valid to create a pattern of patterns (for instance P1 is composed of C1 and C2, P2 
is composed of C3 and C3, then P3 is composed of P1 and P2) 
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The steps required to create the CPLOAS_circuit.txt file are summarized below in Fig. 18 
 

 
Fig. 18: Flow chart describing the steps to create CPLOAS_circuit.txt file 

 
 
 



42 

5.5 Definition of Analysis properties and creation of 
CPLOAS_parameters.txt 

 
Once links and circuits/patterns are defined, the last step is to set the parameters of the analysis. 
This operation is done via the CPLOAS_parameters.txt file. 
 
The first information asked is the analysis name. This name should match the one used for the 
time-dependent property and transformation files. 
 
The next two numbers are discretization steps used to generate first the CDF of failure time for 
each link and second the calculation of LOAS for each circuit/pattern. The bigger these numbers 
are, the more accurate the solution will be, but it will require a longer time for the code to run. In 
our analyses, we used 20000 for the number of steps for the discretization to calculate the CDFs 
and 10000 for the quadrature discretization used to calculate LOAS and these numbers seem to 
work pretty well. 
 
The following number let the user the possibility to run Monte Carlo or Importance sampling in 
order to check the quadrature results. If this number is set to 0, no Monte Carlo or Importance 
sampling technique will be used. If it is set to 1, then 2 Monte Carlo techniques (one using the 
CDF and another not) are performed. If it is set to 2, then 2 importance techniques (equivalent to 
the 2 Monte Carlo ones but using importance sampling) are performed. With the number set to 3, 
all four techniques are performed. 
 
In the test we generated to verify and validate the models, the quadrature and 3 of the sampling 
techniques match pretty well (and match theoretical results). The fourth sampling technique 
(importance sampling NOT using the quadrature CDF), results tend to be not as good when the 
number of links involved is large compared to the probability of LOAS estimated. A rule of 
thumb is to consider this fourth technique when probability of LOAS ~ 10–nblinks where nblinks 
represents the number of links involved in the calculation of LOAS. But as long as results have 
been confirmed once, it is perfectly valid not to run all sampling techniques and only run the 
quadrature approach. The quadrature approach takes usually 2 minutes while the Monte Carlo 
approaches can take up to 15 minutes or more. 
 
The next two options control whether time margin and environmental margins calculations are 
included (values set to 1) or not (values set to 0). These two calculations are NOT done with a 
quadrature approach but rather in a sampling based technique.  
 
The next number corresponds to the random seed. The random seed is used as a starting point by 
the (pseudo) random number generator and allow to repeat the same sequence of random number 
when needed. Any integer can be used and the use of close integer (for instance 32 and 33) will 
not lead to close random number sequences. 
 
The importance sampling and Monte Carlo techniques starting with the quadrature CDF 
calculation use a two-steps procedure. First each CDF is sampled to create a succession of time 
of failure. Then the different failure times considered for each link are combined. The two 
following numbers in CPLOAS_parameters.txt are setting the sample size used for each of the 
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procedure. The effect of changing the sample sizes is illustrated in section 4. In our tests we 
fixed the first number to 10,000 and the second to 100,000. It may make more sense to use the 
same sample size for both numbers (for instance 50,000) which we recommend. While it 
depends on the memory available on the computer used to run the calculation, a sample of size 
5,000,000 or more lead to memory allocation failure on the machine the tests were performed. 
 
The second set of importance and Monte Carlo technique not using the quadrature CDF are only 
using the second random number to calculate failure.  
 
The second random number is also the one used to estimate time and environmental margin.  
 
A comment line is used then to separate the parameters for an aleatory only analysis to an 
analysis that include epistemic uncertainty (i.e. when multiple time-dependent histories are 
generated). 
 
The first number read after this comment line correspond to the espistemic sample size. If this 
number is set to 1 then only aleatory calculation is performed and everything else is 
ignored. 
 
If this number is not set to 1 then  the code is expecting to have as many as time histories of 
properties as the epistemic sample size. 
 
The second number is an indicator function testing whether there will be only a single tpf file or 
several. If the same transformations (and constants)  are used, then a single tpf file can be used 
and this number needs to be set to 0. If they vary for each realization then this number is set to 1 
and as many as tpf files are required as the epistemic sample size. 
 
The next two sets of three parameters allow the user to change uncertainty distribution 
information for a given link, at each realization (for instance if at each realization the maximum 
and minimum of the uncertainty factor were changing). The first three values look at the 
uncertainty factor on the properties (alpha values) and the next three on the uncertainty factor on 
the failures (beta values). 
For each set, the first number indicate how many links may have varying distribution. If it is set 
to 0 then the next two lines will be ignored. If it is set to 1 or more, then the list of links in 
consideration need to be written (and match what is in CPLOAS_link.txt) all in the same line. 
The maximum data size needs to be indicated in the following line. 
 
The steps required to create the CPLOAS_circuit.txt file are summarized below in Fig. 19 
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Fig. 19: Flow chart describing the steps to create CPLOAS_parameters.txt file 
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6 TEST CASES FOR CPLOAS_2 
 

This section presents a set of test cases performed to verify the correctness of the calculation 
performed and to also show at the same time how to construct inputs files in order to use 
CPLOAS_2. 
 
6.1 Analytical test 1 
 
6.1.1 Description of the test case 
 

The first test case is based on the set of test problems presented in Sect. 6 of Ref. [8] and 
involves a system with  2 WLs and 2 SLs with the same nominal properties and failure values 
assigned to all links (Fig. 20). Specifically, the nominal properties and failure values for the links 
are defined by ( ) 100 3p t t= +  and ( ) 600 2q t t= − , respectively, for 0 200t≤ ≤  min (Fig. 20a). 
The distributions for the alpha values characterizing aleatory uncertainty in the nominal link 
properties are uniform on [0.85, 1.15], and the distributions for the beta values characterizing 
aleatory uncertainty in the nominal link failure values are triangular on [0.9, 1.1] with a mode of 
0.0. The distributions of time-dependent link properties and failure values that result from the 
preceding distributions for alpha values and beta values are shown in Fig. 20b. In turn, these 
distributions result in the same CDF for link failure time for each of the four links (Fig. 20c).    
 

Four possible configurations of WL-SL systems are defined in Table 1 and designated Case 
1, 2, 3 and 4. In addition, test values for PLOAS are also given that result when all links are 
assigned the same properties and failure values. The test values for PLOAS for Cases 1, 2, 3 and 
4 for 2 WLs and 2 SLs are 1/6, 1/2 , 1/2 and 5/6, respectively, as illustrated in Table 3 of Ref. 
[8].    
 

 
 
Fig. 20 Link properties for illustration of verification tests: (a) base physical property ( )p t , base 
failure property ( )q t , and distributions for aleatory variables α and β, (b) physical properties p(t| 
α) = α ( )p t and failure properties q(t| β) = β ( )q t generated with random samples of size 100 
from the distributions for α and β, and (c) cumulative distribution CDF(t) for link failure time.     
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6.1.2 Construction of the test case 
 

The link properties are defined in the input file CPLOAS_link.txt (Fig. 21). Each SL and 
WL is assigned the same properties in this test case (see Fig. 20). As indicated, the nominal 
properties are read from column 1 of CPCDF.dat (the time column is not counted; see Fig. 22 ). 
The alpha distributions are uniform (designator associated with uniform distribution = 1). The 
parameters of the uniform distribution are −0.15 (minimum), 0.15(maximum) and 0.0 
(placeholder; i.e., the uniform distribution is defined by only 2 parameters). The nominal failure 
values are read from column 2 of CPCDF.dat (again, time column is not counted). The beta 
distributions are triangular (designator associated with triangular distribution = 5), which 
minimum, mode and maximum equal to −0.1, 0.0 and 0.1, respectively.  

 
The CPCDF.dat file for this example contains three columns. The first column contains the 

times (201 values from 0 to 200 corresponding to one minute time steps). The second and third 
columns contain the nominal property and failure values, respectively, at the corresponding time-
step (see Fig. 22). 

 
 
 
 
 
 

 
 

Fig. 21 Input file CPLOAS_link.txt for test case 1 (see Fig. 1 for additional discussion). 

 

link name 

Column in CPCDF.DAT 
where 𝑝̅  is defined 

Distribution type for 
alpha Distribution 

parameters for alpha 

Column in CPCDF.DAT 
where 𝑞�  is defined 

Distribution type for 
beta Distribution 

parameters for beta 
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Fig. 22 First 29 time steps of input file CPCDF.DAT for test case 1 (see Fig. 2 for additional 
discussion). 

Circuits for this example are defined in the file CPLOAS_circuit.txt (Fig. 23). Although it is 
not necessary for this test case, circuits have been defined for each possible WL-SL pair. Then, 
for a circuit with 2 SLs and 2 WLs, the four possible failure patterns are specified (Corres-
ponding to the second column of the file and associated named option).  
 
 

 
 
Fig. 23 Input file CPLOAS_circuit.txt for test case 1 (see Fig. 5 for additional discussion). 

The last input file that be defined is CPLOAS_parameters.txt (Fig. 24). In this file, the user 
first defines the base name for the output files (i.e., CPCDF is used in the test case). The next set 
of numbers (all integers) specifies the properties of the methodology used to determine PLOAS. 
The first two numbers are used for the quadrature and correspond to the number of steps for the 
CDF discretization (set to nCDF = 20,000) and for the quadrature discretization (set to nQUAD 
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= 10,000). The following number (i.e., nRSEED = 352) is used as random seed for sampling 
techniques. The last two numbers relate to the initial random selection of link failure times from 
each link failure time CDF (set to nFT = 1,000,000) and to the combinations of times (set to 
nFTC = 1,000,000). After a comment line, epistemic sample size is set to 1 (the test case 
considers only aleatory uncertainty), resulting in the following rows to be ignored except for the 
fourth following row where the numerical procedures to be used to determine PLOAS are 
specified.  
 
 
 

 
 
Fig. 24 Input file CPLOAS_parameters.txt for test case 1 (see Fig. 6 for additional discussion). 

 
6.1.3 Results for test case 1 
 

Results obtained using three methods to determine PLOAS for four different definitions of 
LOAS are displayed in Table 5. With discretizations of size nCDF = 20,000 and nQUAD = 
10,000, quadrature deviates from the true values for PLOAS by less than 0.5%. Importance 
sampling with samples of size nFT = nFTC = 1,000,000 has comparable errors, and the errors 
with simple random (i.e., Monte Carlo) sampling with samples of  size nFT = nFTC = 1,000,000  
are less than 1%. The two sampling procedures used to produce the results in Table 5 are referred 
to as random sampling 1 and importance sampling 1 in Sect. 4.  
 

Table 5 Comparison of results at 200 min for test case 1 

  
Quadrature (20K,10K) Monte Carlo (1M) Importance (1M) 

Pattern type theoretical result value diff. in % value diff. in % value diff. in % 

1 0.16667 0.1662 -0.28% 0.1662 -0.28% 0.1662 -0.28% 
2 0.5 0.4998 -0.04% 0.5021 0.42% 0.4997 -0.06% 
3 0.5 0.4991 -0.18% 0.5030 0.60% 0.4981 -0.38% 
4 0.83333 0.8336 0.03% 0.8405 0.86% 0.8308 -0.30% 
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6.2 Analytical test 2 
 
6.2.1 Description of the test case 
 

In the second test case, the problem is defined similarly to test case 1. The only change is for 
the distribution associated for each alpha and beta value. The alpha distributions are normal with 
mean of 1.0, standard deviation of 0.05 and truncation at q = 0.001. The beta distributions are 
normal with mean = 1.0, standard deviation = 0.005 and truncation at q = 0.001. The theoretical 
results for cases 1,2,3 and 4 for 2 SLs and 2 WLs stays at  1/6, 1/2 , 1/2 and 5/6. This test case 
indicates that truncation as well as the definition of the normal CDF are implemented correctly. 
 
6.2.2 Construction of the test case 
 

Only CPLOAS_link.txt differs from the input files used for test case 1 (Fig. 25). In test case 
2, the distribution designators for alpha are changed to 3 (indicating a normal distribution), and 
the corresponding parameters are changed to 1.0, 0.05 and 0.001. The distributions designators 
for beta are also changed to 3 (indicating a normal distribution), and the corresponding 
parameters are changed to 1.0, 0.005 and 0.001, respectively.  
 

 
 
Fig. 25 Input file CPLOAS_link.txt for test case 2 (see Fig. 1 for additional discussion). 

 
6.2.3 Results for test case 2 
 

Results using the three methods are displayed in Table 6. With discretization of size nCDF =  
20,000 and nQUAD = 10,000, quadrature loses some accuracy compared with the results for test 
case 1 in Table 5 (i.e., difference with theory increased by a factor of approximately two). 
Importance sampling and simple random (Monte Carlo) sampling accuracies are similar to the 
results for test case 1 in Table 5. 
 

Table 6 Comparison of results at 200 min for test case 2 

  

quadrature 
(20K,10K) 

Monte Carlo 
(1M) 

Importance 
(1M) 

quadrature 
(50K,50K) 

Patter
n type 

theoretica
l result value diff. in % value diff. in % value 

diff. in 
% value diff. in % 

1 0.16667 0.1657 -0.58% 0.1662 -0.28% 0.1662 -0.28% 0.1665 -0.10% 
2 0.5 0.4996 -0.08% 0.5021 0.42% 0.4997 -0.06% 0.4999 -0.02% 
3 0.5 0.4983 -0.34% 0.503 0.60% 0.4981 -0.38% 0.4997 -0.06% 
4 0.83333 0.8337 0.04% 0.8405 0.86% 0.8308 -0.30% 0.8334 0.01% 
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Increasing the number of discretization points from (nCDF = 20K, nQUAD = 10K) to (nCDF 
= 50K, nQUAD = 50K) confirms that the quadratic solution still converges. Estimated results are 
then within 0.1% of the theoretical values.  
 
 
6.3 Analytical test 3 
 
6.3.1 Description of the test case 
 

The third test case is a little more complex as it considers the time-dependent evolution of 
both a CDF for cumulative link failure and the probability of loss of assured safety (i.e., 
PLOAS). For this test case, only one WL and one SL are considered. Their nominal property and 
failure values are assumed to be the same. Specifically, the nominal property and failure values 
over time t are defined by 

 
 ( ) ( )100 4  and 600 ,p t t q t t= + = −   (6.1) 
 
respectively, for 0 ≤ t ≤ 200 min, and the distributions for the corresponding alpha and beta 
values are assumed to be uniform on [0.9, 1.1]. 
 
 Evaluation of the representation CDF(t) for the cumulative failure probability defined in Eq. 
(2.12) of Ref. [8] for a link with the properties defined in conjunction with Eq. (5.1) produces the 
result 
 

( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

0 for 81.1 min

15.125 / 10.125 / 24.75 for 81.1 min 100 min

= 10.125 / 15.125 / 25.75 for 100 min 121.2 min 

1.0 for 121.2 min .

CDF t t

p t q t q t p t t

p t q t q t p t t

t

= <

= + − ≤ <      
− − + ≤ <      

= ≤

  (6.2) 

 
In turn, the probability for the SL to fail before the WL when both links have the time-dependent 
failure probability in Eq. (5.2) can be easily estimated numerically. For one WL and one SL, 
PLOAS as function of time is defined by Case 1 in Table 1 and represented by 1( )P t as stated 
below: 

 
( ) ( ) ( )

( ) ( ) ( )

1 0

1
1

1 d

1 ,

t

n
i i i

i

P t CDF t CDF t

CDF t CDF t CDF t −
=

= −  

   ≅ − −   

∫

∑
  (6.3) 

 
where 0 10 nt t t t= < < < = is a subdivision of [0, t]. 
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6.3.2 Construction of the test case 
 

The link properties are defined in CPLOAS_link.txt (Fig. 26). Both links have the same 
properties in this test case. The nominal property values are defined in column 1 of the file 
CPCDF.dat (the time column is not counted; see Fig. 27). The alpha distributions are uniform 
(code associated with uniform = 1). The parameters of the uniform distributions are 0.9 
(minimum), 1.1 (maximum) and 0.0 (placeholder). A uniform distribution uses only 2 
parameters. The nominal failure values are defined in column 2 of CPCDF.dat (again, the time 
column is not counted). The beta distributions are uniform (code associated with uniform = 1), 
with minimum and maximum equal to 0.9 and 1.1, respectively, and a placeholder value of 0.0 
used for the third parameter. 
 
 
 
 
 

 
 

 

Fig. 26 Input file CPLOAS_link.txt for test case 3 (see Fig. 1 for additional discussion). 

The input file CPCDF.dat is constructed similarly to the first two test cases with one column 
representing the nominal property values and a second column representing the nominal failure 
value (Fig. 27). 

 
Circuits and patterns are defined in the input file CPLOAS_circuit.txt (Fig. 28). A single 

circuit involving the two links is defined, which is the only possibility when only one WL and 
one SL is defined.  The option is set to 1, although any of the four options in Table 1 involves the 
same WL-SL configuration when only one WL and one SL is under consideration. 
 

The last of the parameter file to be defined is CPLOAS_parameters.txt. The options used 
are the same as for test cases 1 and 2 and can be seen in Fig. 24. 
 

Link name 

Column in CPCDF.DAT 
where 𝑝̅  is defined 

Distribution type for 
alpha Distribution 

parameters for alpha 

Column in CPCDF.DAT 
where 𝑞�  is defined 

Distribution type for 
beta Distribution 

parameters for beta 
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Fig. 27 First 34 time steps of input file CPCDF.dat for test case 3 (see Fig. 2 for additional 
discussion). 

 

 
 
Fig. 28 Input file CPLOAS_circuit.txt for test case 3 (see Fig. 5 for additional discussion). 
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6.3.3 Results for test case 3 
 

 Initially, results obtained numerically with CPLOAS_2 for the failure time CDF CDF(t) for 
the two links are compared with the results obtained from a direct evaluation of this CDF as 
defined in Eq. (6.2) As shown in Fig. 29, the two evaluations of CDF(t) are visually 
indistinguishable.  
 

 
 

Fig. 29 Comparison between theoretical CDF (red dash) and estimate from CPLOAS2 (blue line) 
for test case 3. 
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Next, results obtained numerically with CPLOAS_2 for the PLOAS values 1( )P t for the two 
links are compared with results obtained in an independently implemented evaluation of  1( )P t
with the approximation in Eq. (6.3) and the closed form representation for CDF(t) in Eq. (6.2)   
As shown in Fig. 30, the two evaluations of 1( )P t are visually indistinguishable. 
 
 

 
 

Fig. 30 Comparison of probability of SL failing before WL for test case 3. 
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APPENDIX A: SUMMARY OF NUMERICAL PROCEDURES USED IN 
CPLOAS_2 TO CALCULATE PROBABILITY OF LOSS OF ASSURED 

SAFETY 

 
A.1 Introduction 

 
This appendix provides a technical summary of the numerical procedures being tested in this 

report for the calculation of PLOAS. Specifically, the following numerical procedures are 
described: (i) quadrature procedure (Sect. A.2), (ii) random sampling procedure 1 (MC1) (Sect. 
A.3), (iii) random sampling procedure 2 (MC2) (Sect. A.4), (iv) importance sampling procedure 
1 (IMP1) (Sect. A.4), and (v) importance sampling procedure 2 (IMP2) (Sect. A.5). Additional 
information and illustrations associated with these procedures are available in Ref. [1].           

 
A.2 Quadrature Procedure 
 

 The defining integrals for PLOAS implemented in CPLOAS_2 are defined as shown in 
Table A.1 with , ( )WL jCDF   and , ( )SL kCDF   representing the cumulative distribution functions 

(CDFs) for WL failure time and SL failure time, respectively. As described in Sect. 2 of Ref. [1],  
the failure time CDF for a single WL or SL is based on the following assumed properties of that 
link for a time interval mn mxt t t  : 

 

 ( ) nondecreasing function defining nominal link property for ,mn mxp t t t t    (A.1) 

 

 
( )  nonincreasing function defining nominal failure value for link property 

  for ,mn mx

q t

t t t


 

 (A.2) 

 

 
( )  density function for variable  used to characterize aleatory uncertainty 

   in link property,

d  
 (A.3) 

 

 
( )  density function for variable  used to characterize aleatory uncertainty 

   in link failure value,

d  
 (A.4) 

 
            ( | ) ( )  link property for  given ,mn mxp t p t t t t       (A.5) 

 
and 
 
              ( | ) ( )  link failure value for  given .mn mxq t q t t t t       (A.6) 

 
Further, ( )d   and ( )d   are assumed to be defined on intervals [ , ]mn mx   and [ , ]mn mx   

and to equal zero outside these intervals.  
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Table A.1 Representation of time-dependent values pFi(t), i = 1, 2, 3, 4, for PLOAS and 
associated verification tests for alternate definitions of LOAS for WL/SL Systems with (i) nWL 
WLs and nSL SLs and (ii) independent distributions for link failure time ([2], Table 10) 
 
 

Case 1: Failure of all SLs before failure of any WL (Eqs. (2.1) and (2.5), Ref. [3]) 
 

       1 , , ,0
1 1 1

1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
                   

    

Verification test:     1 ! ! !  pF nWL nSL nWL nSL  

 
Case 2: Failure of any SL before failure of any WL (Eqs. (3.1) and (3.4), Ref. [3]) 

 

       2 , , ,0
1 1 1

1 1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
                       

    

Verification test:     2pF nSL nWL nSL    

 
Case 3: Failure of all SLs before failure of all WLs (Eqs. (4.1) and (4.4), Ref. [3]) 

 

       3 , , ,0
1 1 1

1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
         

        

    

Verification test:     3pF nWL nWL nSL    

 
Case 4: Failure of any SL before failure of all WLs (Eqs. (5.1) and (5.4), Ref. [3]) 

 

       4 , , ,0
1 1 1

1 1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
                    

    

Verification test:     4 1 ! ! !pF nWL nSL nWL nSL       
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Once CDF(t) and CCDF(t) = 1  CDF(t) are evaluated for individual links, the 
representations for PLOAS in Table A.1 can be numerically evaluated with a quadrature 
procedure. Specifically, the probability 1( )pF t for the failure all SLs before the failure of any WL 

defined as Case 1 in Table A.1 is approximated in CPLOAS_2 by 
  

 

 

      

 

 

1 , 1
1 1 1,

, , , 1
1

, 1
1 1 1,

, ,
1

( )

1

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL k i SL k i
j

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL
j

pF t CDF t

CDF t CDF t CDF t

CDF t

CCDF t CDF


   





   



        
            

        

     
  

  



  

     , 1k i SL k it CDF t 






 (A.7) 

 
for subdivisions 0 = t0 < t1 < …< tn = t of  [0, t]. As shown below, similar approximations are 
also used in CPLOAS_2 for the other three failure cases defined in Table A.1. In the preceding 
approximation for 1( )pF t , left and right evaluations are indicated for SLs (i.e., 1SL l iCDF t , ( ) 

and , 1( )SL l iCCDF t  ) and WLs (i.e., , ( )WL j iCDF t  and , ( )WL j iCCDF t ), respectively, as the 

underlying assumption is that all SLs except for SL k have failed before time ti1 and all WLs fail 
after time ti. If the CDFs and CCDFs are continuous in time, this specification of evaluation 
times does not affect the limiting value for 1( )pF t  as ∆ ti goes to zero. 

 
 

     Similarly, the representations 2 ( )pF t , 3( )pF t  and 4 ( )pF t  for PLOAS in table A.1 are approx-
 imated in CPLOAS_2 by  
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 

      

 

 

2 , 1
1 1 1,

, , , 1
1

, 1
1 1 1,

,
1

( ) 1

1

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL k i SL k i
j

nSLnSL n

SL l i
k i l l k

nWL

WL j i
j

pF t CDF t

CDF t CDF t CDF t

CCDF t

CCDF t CDF


   





   



           
            

        

   
  

  



  

     , , 1 ,SL k i SL k it CDF t 






 (A.8) 

 

 

 

      

3 , 1
1 1 1,

, , , 1
1

( )

1

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL k i SL k i
j

pF t CDF t

CDF t CDF t CDF t


   




        
          

  



 (A.9) 

 and 
 

 

 

      

 

 

4 , 1
1 1 1,

, , , 1
1

, 1
1 1 1,

, ,
1

( ) 1

1

1

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL k i SL k i
j

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL
j

pF t CDF t

CDF t CDF t CDF t

CCDF t

CDF t CDF


   





   



           
          

        

    
  

  



  

     , 1k i SL k it CDF t 






 (A.10) 

 
for subdivisions 0 = t0 < t1 < …< tn = t of  [0, t]. 
 
 In the numerical evaluation of the indicated integrals in CPLOAS_2, the individual link  
failure time CDFs are discretized by dividing time interval under consideration into nCDF 
equally-spaced discretization steps and the integrals are approximated by dividing time interval 
under consideration into nQUAD equally-spaced discretization steps. As needed, linear 
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interpolation is used to incorporate the link failure CDFs into the quadrature approximations to 
PLOAS. 
 
A.3 Sampling Procedure 1 (MC1) 

 
Sampling Procedure 1 (MC1) is based to estimate the expected values of functions ( | )i t t , i 

= 1, 2, 3, 4, where 
 
  time at which PLOAS (i.e., ( ) in Table 1) is to be determined,it pF t  (A.11) 

 
  time at which WL  fails, 1, 2,..., ,jtWL j j nWL   (A.12) 

 
  time at which SL  fails, 1, 2,..., ,jtSL j j nSL   (A.13) 

 
  1 2 1 2, ,..., , , ,..., ,nWL nSLtWL tWL tWL tSL tSL tSLt  (A.14) 

 

      1 2 1 2
1

1 if max , ,..., min , , ,...,
|

0 otherwise,
nSL nSLtSL tSL tSL t tWL tWL tWL

t
  


t  (A.15) 

 

      1 2 1 2
2

1 if min , ,..., min , , ,...,
|

0 otherwise,
nSL nSLtSL tSL tSL t tWL tWL tWL

t
  


t  (A.16) 

 

       1 2 1 2
3

1 if max , ,..., min , max , ,...,
|

0 otherwise,

nSL nSLtSL tSL tSL t tWL tWL tWL
t

  


t  (A.17) 

 
and 
 

       1 2 1 2
4

1 if min , , ..., min , max , , ...,
|

0 otherwise.

nSL nSLtSL tSL tSL t tWL tWL tWL
t

  


t  (A.18) 

 
In words, 1( | )t t = 1 corresponds to all SLs failing before time t and also before any WL fails 

(i.e., Case 1 in Table A.1); 2( | )t t = 1 corresponds to any SL failing before time t and also 

before any WL fails (i.e., Case 2 in Table A.1); 3( | )t t = 1 corresponds to all SLs failing before 

time t and also before all WLs fail (i.e., Case 3 in Table A.1); and 4( | )t t = 1 corresponds to any 

SL failing before time t and also before all WLs fail (i.e., Case 4 in Table A.1). If a time interval 
[ , ]mn mxt t  is under consideration, the possible failure time t is assumed to be contained in 

[ , ]mn mxt t ; further, if a link has not failed within  [ , ]mn mxt t , its failure time is set to a value 

greater than mxt for use with the indicator functions ( | )i t t defined in Eqs. (A.15)-(A.18).  
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The expected value E[ ( | )i t t ], i = 1, 2, 3, 4, for ( | )i t t  corresponds to the PLOAS value 

( )ipF t  defined in Table A.1. Approach MC1 uses random sampling from the CDFs 

, ( )WL jCDF  , j = 1, 2, …, nWL, and , ( )SL jCDF  , j = 1, 2, …, nSL, for link failure times in the 

estimation of PLOAS values. In this approach, ( )ipF t  is approximated by 

 

 

   

 

 

 

1 1

1

1

1 2 , 1 2 ,1

( ) | d

| d

|

| , ,..., , , ,..., ,

nL

nL

nL nL
i i k k kk kI

nL
i kkI

nR
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where (i) nL = nWL + nSL, (ii) ( ) 1k kd r   is the density function for a variable kr  with a uniform 

distribution on [0, 1], (iii) [0,1]nL nLI  (i.e., the unit cube of dimension nL), (iv) 

1 2[ , ,..., ] nL
nLr r r I r , (v) the function f(r) is defined by 
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 (A.20) 

 

with 1
, ( )j WL j jtWL CDF r  for j = 1, 2, …, nWL and 1

, ( )j SL j nWL jtSL CDF r
  for j = 1, 2, …, 

nSL, and (vi) lr , l = 1, 2, …, nR, is a random sample of size nR from a uniform distribution on 

nLI . With respect to the approximation of  ( )ipF t  in Eq. (A.19), the first equality defines ( )ipF t  

as the expected value of [ | ( )]i t f r ; the second equality is a notational simplification based on 

the equalities ( ) 1k kd r   for k = 1, 2, …, nL; the approximation at the third step is based on a 

random sample from the link failure times; and the final equality is a restatement of f(r) in terms 
of link failure times. 
 
 For computational efficiency, CPLOAS_2 implements MC1 as a two-step procedure. In the 
first step, nFT vectors of link failure times of the form indicated in Eq. (A.20) are generated. In 
the second step, nFTC vectors of link failure times of the form indicated in Eq. (A.20) are 
generated by randomly sampling from the link failure times generated in Step 1 (i.e., from the 
nFT failure times for each link). Then, the nFTC vectors of link failure times generated in Step 2 
are used in Eq. (A.19) in the estimation of PLOAS. For this approach to be effective, nFTC must 
be significantly larger than nFT. 
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  In addition, CPLOAS_2 also determines a variance and standard error for the estimate 
 ( )ipF t  for ( )ipF t  in Eq. (A.19).  Specifically, it follows from the Central Limit Theorem that 

 

 
 ( ) ( )

( )
ii

i

pF t pF t

s t nR


  (A.21) 

  
is approximately distributed as a normal distribution with mean 0 and variance 1 (i.e., is N(0, 1)), 
where 

 

   
1/ 22

1 2 , 1 2 ,1
( ) | , ,..., , , ,..., ( )

nR
i i l l nWL l l l nSL l il

s t t tWL tWL tWL tSL tSL tSL pF t nR
      
  (A.22) 

 
  

 

and nR is sufficiently large ([4], p. 75). In turn, the quantity /is nR  can be used to assess the 

potential error in the approximation  ( )ipF t  for ( )ipF t  in Eq. (A.19). More specifically, if /2z  

is the 1 / 2  quantile of the unit normal distribution N(0, 1), then 
 

   / 2 / 2( ) ( ) ( ) ( ) ( ) 1i i ii iprob pF t z s t nR pF t pF t z s t nR          (A.23) 

 
where ( )prob   denotes probability ([5], pp. 168-169). In turn, 
  

  
/ 2 / 2( ) ( ) , ( ) ( )i ii ipF t z s t nR pF t z s t nR       (A.24) 

 
is a 100(1  ) percent confidence interval for ( )ipF t . As an example, /2z  = 1.96 for a 95% 

confidence interval. Because the sample size nR used in the estimation of ( )ipF t  in Eq. (A.19) 

will be a large integer, it is acceptable to use the unit normal distribution in the estimation of the 
confidence interval in Eq. (A.24) rather than the t-distribution, which would be used if nR was a 
very small integer. 
 
 For completeness, the computational implementation of the two-step sampling procedure 
used in CPLOAS_2 for MC1 is now described in more detail. In the first step, failure times for 
the individual links are randomly sampled nFT times from the CDFs for link failure time. This 
produces sets 
 

  : 1, 2,..., , 1, 2,...,j jltWL l nFT j nWL     (A.25) 

and 
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  : 1, 2,..., , 1, 2,...,j jltSL l nFT j nSL     (A.26)  

of nFT randomly-sampled link failure times for each link, where (i) jltWL , l = 1, 2, …, nFT, are 

the sampled failure times for WL j,  and (ii) jltSL , l = 1, 2, …, nFT, are the sampled failure times 

for SL j. 
 
 In the second step, failure times are randomly sampled nFTC times with replacement from 
the sets j  and j  to produce the following sequence of vectors  

 
 1 2 , 1 2 ,, ,..., , , , ..., , 1, 2,..., ,l l l nWL l l l nSL ltWL tWL tWL tSL tSL tSL l nFTC   t   (A.27) 

 
of possible link failure times in Eq. (A.19) with nFTC corresponding to the sample size nR in Eq. 
(A.19). In turn, each vector lt of link failure times results in a corresponding time iltF at which 

LOAS occurs obtained in consistency with the definition of LOAS under consideration (i.e., i = 
1, 2, 3, 4 as indicated in Eqs. (A.15)-(A.18)), which is the failure time used in the evaluation of 
the function [ | ]i lt t  in the final equality of Eq. (A.19).  

 
Specifically, ( )ipF t  is approximated in CPLOAS_2 by 

 

   
1

1  if  
( | )   with  ( | )

0  otherwise.

nFTC
il

i il il
l

tF t
pF t t tF nFTC t tF 




  


   (A.28) 

 
The computational procedure implemented within CPLOAS_2 does not save the times iltF until 

the end of the calculation and then determine ( )ipF t  as indicated in Eq. (A.28).  Rather, a 

running sum  
 

 0 , 1( ) 0, ( ) ( ) ( | ), 1, 2,..., ,i il i l ilS t S t S t t tF l nFTC      (A.29) 

 
of the functions ( | )ilt tF is performed that yields 

 

 
,( ) ( )i i nFTCpF t S t nFTC   (A.30) 

 
 at the end of the calculation but does not save the individual times iltF . 

 
 The standard deviation associated with the estimate for ( )ipF t in Eq. (A.28) is given by 
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  (A.31) 

 
with the problem reformulation associated with the third equality possible because ( | )ilt tF is 

always either 0 or 1.  
 
 With respect to the two step sampling in use, (i) the first sample from the link failure CDFs 
is, in effect, a numerical procedure to facilitate the evaluation of the link failure CDFs, and (ii) 
the second sample corresponds to the sample used in the evaluation of the integral in Eq. (A.19).      
 
A.4 Sampling Procedure 2 (MC2) 

 
Sampling procedure 2 (MC2) is similar to sampling procedure 1 (MC1) but with use of the 

distributions for the variables , ,,WL j WL j  , j = 1, 2, …, nWL, and  , ,,SL j SL j  , j = 1, 2, …, 

nSL, indicated in conjunction with Eqs. (A.1)-(A.6) that define properties and failure values for 
the individual links. The approximation to ( )ipF t  for MC2 is analogous to the approximation in 

Eq. (A.19) for MC1 but with changed definitions for r, lr , f(r) and ( )k kd r . Specifically,  
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 , , ,, , , 1, 2,..., ,WL j WL j WL j j nWL jr r j nWL          p  (A.33) 

 

 , , , 2 2, , , 1,2,..., ,            SL j SL j SL j nWL j nWL nSL jr r j nSLp  (A.34) 
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 and 
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In turn, 
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where (i) ( )k kd r  is the density function for kr  defined on the set k  of possible values for kr  

(i.e., for ,WL j , ,WL j , ,SL j  or ,SL j  as appropriate; see Eq. (A.32)), (ii) 

2 2nL   1     , and (iii) lr , l = 1, 2, …, nR, is a random sample of size nR from  

generated in consistency with the distributions defined by the density functions ( )k kd r . 

 
 Unlike MC1, CPLOAS_2 implements MC2 with a single sampling step. Specifically, nFTC 
vectors of the form indicated in Eq. (A.32) are randomly generated and then used in the indicated 

sequence of calculations that lead to the approximation  ( )ipF t  for ( )ipF t  in Eq. (A.38). As for 

MC1, confidence intervals for the approximation  ( )ipF t  for ( )ipF t  obtained for MC2 are 

calculated as indicated in Eqs. (A.21)-(A.24). 
 
A.5 Importance Sampling Procedure 1 (IMP1) 

 
 Importance sampling procedure 1 (IMP1) involves the use of importance sampling in the 
evaluation of the integral in Eq. (A.19) for the problem formulation described for MC1 (i.e., with 
sampling from the link failure time CDFs). Because the failure of SLs is less likely than the 
failure of WLs, the importance sampling procedure implemented in CPLOAS_2 for the 
evaluation of the integral in Eq. (A.19) uses right triangular importance sampling distributions 
for WLs and left triangular importance sampling distributions for SLs, which results in an 
overemphasis for large WL failure times and small SL failure times. Further, the importance 
sampling is performed on the cumulative probabilities associated with the link CDFs rather than 
directly on the link failure times. This choice was made as the calculation of the link CDFs in 
CPLOAS_2 made these probabilities available. In contrast, importance sampling directly on the 



67 
 

link failure times would have required the use of density functions for link time, which were not 
calculated. 
 

Because the cumulative probabilities associated link failure probabilities are being sampled, 
the indicated right and left triangular importance sampling distributions ( )IRd r and ( )ILd r are 

defined on the interval [0, 1] by 
 
 ( ) 2   and  ( ) 2 2   for 0 1.IR ILd r r d r r r       (A.39) 

 
Introduction of the importance sampling distributions ( )IRd r and ( )ILd r into Eq. (A.19) results in 

the following approximation for ( )ipF t : 
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where (i) the first equality derives from the introduction of the importance sampling distributions 
defined by the right and left density functions , ( )I k kd r , k = 1, 2, …, nL, for WLs and SLs into 

the representation for ( )ipF t  in Eq. (A.19), (ii) the following approximation involves a random 

sample lr , l = 1, 2, …, nR, from nLI  generated in consistency with the distributions defined by 

the density functions , ( )I k kd r , and (iii) the final equality is a restatement of f(r) in terms of link 

failure times.  
 
 Rather than use the result in Eq. (A.40) as the final approximation for ( )ipF t , IMP1 is 

implemented with a two-step sampling procedure that is analogous to the  two-step sampling 
procedure used for MC1. The importance sampling that generates the link failure times in Eq. 
(A.40) corresponds to the first step in the two-step sampling procedure for IMP1. The second 
step in the two-step sampling procedure for IMP1 involves a sampling of the link failure times 
generated in the first step. For consistency in terminology with MC1, the first and second 
samplings of link failure time for IMP1 are referred to as being of size nFT and nFTC, 
respectively. As for MC1, this approach to the determination of IMP1 is only effective if nFTC is 
much larger than nFTC. If nFTC is not much larger than nFTC, then use of the initial 
approximation to ( )ipF t in Eq. (A.40) will most likely be better than the result of approximation 

procedure that is now described. 
 
 The sampling procedure that generates the approximation in Eq. (A.40) corresponds to the 
first step in IMP1and produces the following set of results for nR = nFT: 
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   , , 1, 2,..., , 1, 2,..., ,k kl kltL wL l nFT k nL     (A.41) 

 
where (i) 
 

 1 2 ,, , ..., , 1, 2,..., ,l l l nL lr r r l nFT   r   (A.42) 

 

is a sample from nLI generated in consistency with the importance sampling distributions 
defined by ( )Ikd r for the individual links (i.e., klr is a random sample from [0, 1] generated in 

consistency with the importance sampling distribution defined by ( )Ikd r for link k; see Eq. 

(A.39)), (ii) 
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  (A.43) 

 
is the failure time for link k obtained with element klr of lr , and (iii) 

 
  1kl Ik klwL nFT d r      (A.44) 

 
is the importance sampling weight associated with the sampled link failure time kltL . 

 
 In concept, ( )ipF t can be approximated by consideration of all possible combinations of the 

link failure times associated with the sets k , k = 1, 2,…, nL, in Eq. (A.41) as indicated in the 

following summation: 
    ( ) | ( ) ( )i ipF t t w
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and the summation in Eq. (A.45) involves nLnFT terms (i.e., the number of elements in the set 
). 

 
 For IMP1, the summation in Eq. (A.45) is approximated by sampling from  with each 

element s of  assigned a probability of 1 / nL nLnFT nFT  .This produces the following 

approximation to ( )ipF t : 
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where 
 

  (1, ), (2, ),..., ( , ) , 1,2,..., ,l s l s l s nL l l nFTC s   (A.50) 

 
is a uniform random sample of size nFTC from . 

 

 The final approximation  ( )ipF t  for ( )ipF t   in Eq. (A.49) completes the second step of the 

two-step importance sampling procedure used for IMP1 in CPLOAS_2. 
 

 In addition, the standard deviation for  ( )ipF t is given by 
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In turn, is  is used in the determination of confidence intervals for the approximation  ( )ipF t  for 

( )ipF t  obtained with IMP1 as indicated in Eqs. (A.21)-(A.24). Similarly to the procedure 

described in conjunction with Eqs. (A.28)-(A.30) for MC1, running sums are used in 

CPLOAS_2 in the calculation of  ( )ipF t and is .       

     
C.6 Importance Sampling Procedure 2 (IMP2) 
 
 Importance sampling procedure 2 (IMP2) involves the use of importance sampling in the 
evaluation of the integral in Eq. (A.19) for the problem formulation described for MC2 (i.e., with 
sampling from the ’s and ’s for the individual links). Because the failure of SLs is less likely 
than the failure of WLs, the importance sampling procedure implemented in CPLOAS_2 for the 
evaluation of the integral in Eq. (A.19) uses right triangular importance sampling distributions 
for WL ’s and SL ’s and left triangular importance sampling distributions  for WL ’s and SL 
’s, which results in an overemphasis for large WL failure times and small SL failure times. 
Further, the importance sampling is performed on the cumulative probabilities associated with 
the ’s and ’s rather than directly on the ’s and ’s. 
 

Introduction of the importance sampling distributions ( )IRd r and ( )ILd r defined in Eq. (A.39)

into Eq. (A.19) results in the following approximations for ( ) :ipF t
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                        (A.52) 
 
where (i) the first equality derives from the introduction of the importance sampling distributions 
defined by the right and left density functions , ( )I k kd r , k = 1, 2, …, nL, for the ’s and ’s for 

the individual links into the representation for ( )ipF t  in Eq. (A.19), (ii) the following 

approximation (i.e., 1 ) involves a random sample lr , l = 1, 2, …, nR, from 2nLI  generated in 

consistency with the distributions defined by the density functions , ( )I k kd r with a sampling 
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weight for each observation equal to the reciprocal of the sample size (i.e., 1/nR) , (iii) the next 
equality is a restatement of f(r) in terms of link failure times as indicated in Eqs. (A.32)-(A.37), 
(iv) the second approximation (i.e., 2 ) results from replacing the reciprocal of the sample size 

(i.e., 1/nR) with the reciprocal of the sum weights from the importance sampling, and (v) the 
final equality results from a return to the previously used more compact representation for the 
indicator function for LOAs (i.e., [ | ( )]i lt f r ). For convenience, the first and second 

approximation procedures will be referred to as 1IMP2  and 2IMP2 , respectively. The 

replacement of 1/nR in the definition of 1IMP2  by 
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in the definition of 2IMP2  is suggested by some authors (e.g., Refs. [6; 7]). 

 
 The use of 1IMP2  or 2IMP2  is possible in CPLOAS_2 as a user-specified option. At 

present, 1IMP2 is the recommended option for use in the implementation of IMP2 as there is 

currently limited experience with the use of 2IMP2 as an option for the implementation of IMP2.   

For consistency, CPLOAS_2 uses the same sample size nFTC for 1IMP2  and 2IMP2 as used for 

MC1, MC2 and IMP1; thus, the indicated sample size nR in Eq. (A.52) corresponds to the 
sample size nFTC in the notation used in CPLOAS_2. As for MC2, a single sample of size nFTC 
is used in CPLOAS_2 for 1IMP2  and 2IMP2 . 

 

 For 1IMP2 , the standard deviation for  ( )ipF t  is given by 

 

 

     
     

1/ 222
,1 1

1/ 22 22
,1 1

| ( ) /

| ( ) .

nLnFTC
i i l I k kl il k

nLnFTC
i l I k kl il k

s t d r pF t nFTC nFTC

t d r nFTC pF t nFTC





 

 

      
  

      
  

 

 

f r

f r

  (A.54) 

 

As suggested in Refs. [6; 7], the standard deviation for  ( )ipF t obtained for 2IMP2  is defined in 

CPLOAS_2 by 
 

 

       

     
 

1/ 2222
1 1

1/ 222
1

1

| ( )

| ( )

nFTC nFTC
i l i l lil l

nFTC
l i l il

nFTC
ll

s w t pF t w

w t pF t

w





 





            

      

 





r f r r

r f r

r

  (A.55) 

 



72 
 

with 
 

    2
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1 .
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For both 1IMP2  and 2IMP2 , CPLOAS_2 uses the indicated values for is  to determine 

confidence intervals for   ( )ipF t as described in conjunction with Eqs. (A.21)-(A.24).  
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